
Week 10 
Background 
Modeling 

Ref:	Stauffer,	C.	&	Grimson,	W.	E.	L.	(1999).	Adaptive	Background	Mixture	Models	for	Real-Time	Tracking..	CVPR	(p./pp.	2246-2252),	:	
IEEE	Computer	Society.	ISBN:	0-7695-0149-4	



Video Analysis 

+Motion 

Image 



Motion 
1.  Motion of blocks – Motion Vectors 

2.  Motion of Objects – Object Tracking 

3.  Motion  Regions – Background Modeling 



Object: regions of the image 
that are semantically important 
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Moving Object Detection in 
Fixed Camera Videos 
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Idea: Model the 
Background!  



Task: differentiate the 
moving objects from 

the background! 



Refined Problem 

Video 

Image 

Pixel  

The pixel is Foreground or Background? 



Idea: 
-single value modeling of 

background 



Challenge: 
Acquisition noise 
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Idea: Single Gaussian 
Model 

•  If 
– background,  

•  Else  
–  foreground 
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Ν(µ,σ 2 )

Xt −µ < 2.5*σ

Background	 Foreground	Foreground	



Challenge: 
Illumination Variation  



Idea: adapt the 
parameters! 
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and uses standard learning rules to integrate the new
data.

Because there is a mixture model for every pixel in
the image, implementing an exact EM algorithm on
a window of recent data would be costly. Instead, we
implement an on-line K-means approximation. Every
new pixel value, Xt, is checked against the existing
K Gaussian distributions, until a match is found. A
match is defined as a pixel value within 2.5 standard
deviations of a distribution1. This threshold can be
perturbed with little effect on performance. This is
effectively a per pixel/per distribution threshold. This
is extremely useful when different regions have differ-
ent lighting (see Figure 2(a)), because objects which
appear in shaded regions do not generally exhibit as
much noise as objects in lighted regions. A uniform
threshold often results in objects disappearing when
they enter shaded regions.

If none of the K distributions match the current
pixel value, the least probable distribution is replaced
with a distribution with the current value as its mean
value, an initially high variance, and low prior weight.

The prior weights of the K distributions at time t,
ωk, t, are adjusted as follows

ωk,t = (1 − α)ωk,t−1 + α(Mk,t) (5)

where α is the learning rate2 and Mk,t is 1 for the
model which matched and 0 for the remaining mod-
els. After this approximation, the weights are re-
normalized. 1/α defines the time constant which de-
termines the speed at which the distribution’s param-
eters change. ωk,t is effectively a causal low-pass fil-
tered average of the (thresholded) posterior probabil-
ity that pixel values have matched model k given ob-
servations from time 1 through t. This is equivalent
to the expectation of this value with an exponential
window on the past values.

The µ and σ parameters for unmatched distribu-
tions remain the same. The parameters of the dis-
tribution which matches the new observation are up-
dated as follows

µt = (1 − ρ)µt−1 + ρXt (6)

σ2
t = (1 − ρ)σ2

t−1 + ρ(Xt − µt)T (Xt − µt) (7)

where
ρ = αη(Xt|µk,σk) (8)

1Depending on the curtosis of the noise, some percentage of
the data points “generated” by a Gaussian will not “match”.
The resulting random noise is easily ignored by neglecting con-
nected components containing only 1 or 2 pixels.

2While this rule is easily interpreted an an interpolation
between two points, it is often shown in the equivalent form:
ωk,t = ωk,t−1 + α(Mk,t − ωk,t−1)

which is effectively the same type of causal low-pass
filter as mentioned above, except that only the data
which matches the model is included in the estimation.

One of the significant advantages of this method
is that when something is allowed to become part of
the background, it doesn’t destroy the existing model
of the background. The original background color re-
mains in the mixture until it becomes the Kth most
probable and a new color is observed. Therefore, if an
object is stationary just long enough to become part
of the background and then it moves, the distribution
describing the previous background still exists with
the same µ and σ2, but a lower ω and will be quickly
re-incorporated into the background.
2.2 Background Model Estimation

As the parameters of the mixture model of each
pixel change, we would like to determine which of the
Gaussians of the mixture are most likely produced by
background processes. Heuristically, we are interested
in the Gaussian distributions which have the most sup-
porting evidence and the least variance.

To understand this choice, consider the accumu-
lation of supporting evidence and the relatively low
variance for the “background” distributions when a
static, persistent object is visible. In contrast, when
a new object occludes the background object, it will
not, in general, match one of the existing distributions
which will result in either the creation of a new dis-
tribution or the increase in the variance of an existing
distribution. Also, the variance of the moving object
is expected to remain larger than a background pixel
until the moving object stops. To model this, we need
a method for deciding what portion of the mixture
model best represents background processes.

First, the Gaussians are ordered by the value of
ω/σ. This value increases both as a distribution gains
more evidence and as the variance decreases. Af-
ter re-estimating the parameters of the mixture, it is
sufficient to sort from the matched distribution to-
wards the most probable background distribution, be-
cause only the matched models relative value will have
changed. This ordering of the model is effectively an
ordered, open-ended list, where the most likely back-
ground distributions remain on top and the less prob-
able transient background distributions gravitate to-
wards the bottom and are eventually replaced by new
distributions.

Then the first B distributions are chosen as the
background model, where

B = argminb

(

b
∑

k=1

ωk > T

)

(9)



Challenge: Clutter  



Idea: Use multiple 
Gaussians 
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Challenge: new 
objects in the scene! 



Idea: more Gaussians, 
store foreground as well! 
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Persistence 
•  Modeled as prior weight w 
•  If a new pixel does not match to any 

exiting Gaussians, least persistent 
Gaussian is replaced with a new Gaussian 
with: 

And standard variation     
    = a large value 
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Background Selection 
•  A background Gaussian will have 
– More persistence – high w 
– Less variation – low  
– Sort Gaussians wrt  
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Adaptive Background 
Model 
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Outline of Object Detection 
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Connecting the Dots 
• Dilation/Erosion  
• Contour drawing 
• Bounding boxes  
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Revisiting Challenges 
•  Acquisition noise 
•  Illumination variation 
•  Clutter 
•  New object introduced into background 
•  Object may not move continuously 
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All models are wrong but 
some are useful.  

-George E. P. Box 


