
Week 13 
MP3 Compression 

Ref: Fundamentals of Multimedia 



Time Domain Vs Frequency Domain 
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Nyquist rate.

Proof: Let g(t) be a bandlimited signal whose bandwidth is fm

(ωm = 2πfm).
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Figure 2: (a) Original signal g(t) (b) Spectrum G(ω)

δT (t) is the sampling signal with fs = 1/T > 2fm.
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Give me one idea to compress the 
signal by viewing this diagram! 



Convert signal into frequency 
domain and encode 

frequency coefficients! 



How do humans 
perceive audio? 
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Fig. 14.1 Fletcher–Munson
equal loudness response
curves for the human ear
(remeasured by Robinson and
Dadson)
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The idea is that a tone is produced at a certain frequency and measured loudness
level, then a human rates the loudness as it is perceived. On the lowest curve shown,
each pure tone between 20 Hz and 15 kHz would have to be produced at the volume
level given by the ordinate for it to be perceived at a 10 dB loudness level [1]. The
next curve shows what the magnitude would have to be for pure tones to each be
perceived as being at 20 dB, and so on. The top curve is for perception at 90 dB.

For example, at 5,000 Hz, we perceive a tone to have a loudness level of 10 phons
when the source is actually only 5 dB. Notice that at the dip at 4 kHz, we perceive
the sound as being about 10 dB, when in fact the stimulation is only about 2 dB. To
perceive the same effective 10 dB at 10 kHz, we would have to produce an absolute
magnitude of 20 dB. The ear is clearly more sensitive in the range 2–5 kHz and not
nearly as sensitive in the range 6 kHz and above.

At the lower frequencies, if the source is at level 10 dB, a 1 kHz tone would also
sound at 10 dB; however, a lower, 100 Hz tone must be at a level 30 dB—20 dB
higher than the 1 kHz tone! So we are not very sensitive to the lower frequencies.
The explanation of this phenomenon is that the ear canal amplifies frequencies from
2.5 to 4 kHz.

Note that as the overall loudness increases, the curves flatten somewhat. We are
approximately equally sensitive to low frequencies of a few hundred Hz if the sound
level is loud enough. And we perceive most low frequencies better than high ones
at high volume levels. Hence, at the dance, loud music sounds better than quiet
music, because then we can actually hear low frequencies and not just high ones. (A
“loudness” switch on some sound systems simply boosts the low frequencies as well
as some high ones.) However, above 90 dB, people begin to become uncomfortable.
A typical city subway operates at about 100 dB.



Threshold of Human 
Hearing 460 14 MPEG Audio Compression

Fig. 14.2 Threshold of
human hearing, for pure tones
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14.1.2 FrequencyMasking

How does one tone interfere with another? At what level does one frequency drown
out another? This question is answered by masking curves. Also, masking answers
the question of how much noise we can tolerate before we cannot hear the actual
music. Lossy audio data compression methods, such as MPEG Audio or Dolby
Digital (AC-3) encoding, which is popular in movies, remove some sounds that are
masked anyway, thus reducing the total amount of information.

The general situation in regard to masking is as follows:
• A lower tone can effectively mask (make us unable to hear) a higher tone.
• The reverse is not true. A higher tone does not mask a lower tone well. Tones can

in fact mask lower frequency sounds, but not as effectively as they mask higher
frequency ones.

• The greater the power in the masking tone, the wider its influence—the broader
the range of frequencies it can mask.

• As a consequence, if two tones are widely separated in frequency, little masking
occurs.

Threshold of Hearing

Figure 14.2 shows a plot of the threshold of human hearing, for pure tones. To
determine such a plot, a particular frequency tone is generated, say 1 kHz. Its volume
is reduced to zero in a quiet room or using headphones, then turned up until the sound
is just barely audible. Data points are generated for all audible frequencies in the
same way.

The point of the threshold of hearing curve is that if a sound is above the dB level
shown—say it is above 2 dB for a 6 kHz tone—then the sound is audible. Otherwise,
we cannot hear it. Turning up the 6 kHz tone so that it equals or surpasses the curve
means we can then distinguish the sound.
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Fig. 14.3 Effect on threshold of human hearing for a 1 kHz maskingtone

An approximate formula exists for this curve, as follows [3]:

Threshold( f ) = 3.64( f/1000)−0.8 − 6.5e−0.6( f/1000−3.3)2 + 10−3( f/1000)4

(14.1)
The threshold units are dB. Since the dB unit is a ratio, we do have to choose which
frequency will be pinned to the origin, (0, 0). In Eq. (14.1), this frequency is 2,000 Hz:
Threshold( f ) = 0 at f = 2 kHz.

FrequencyMasking Curves

Frequency masking is studied by playing a particular pure tone, say 1 kHz again,
at a loud volume and determining how this tone affects our ability to hear tones at
nearby frequencies. To do so, we would generate a 1 kHz masking tone at a fixed
sound level of 60 dB, then raise the level of a nearby tone, say 1.1 kHz, until it is just
audible. The threshold in Fig. 14.3 plots this audible level.

It is important to realize that this masking diagram holds only for a single masking
tone: the plot changes if other masking tones are used. Figure 14.4 shows how this
looks: the higher the frequency of the masking tone, the broader a range of influence
it has.

If, for example, we play a 6 kHz tone in the presence of a 4 kHz masking tone, the
masking tone has raised the threshold curve much higher. Therefore, at its neighbor
frequency of 6 kHz, we must now surpass 30 dB to distinguish the 6 kHz tone.

The practical point is that if a signal can be decomposed into frequencies, then
for frequencies that will be partially masked, only the audible part will be used to
set quantization noise thresholds.
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Fig. 14.6 The louder the test
tone, the shorter the amount
of time required before the
test tone is audible once the
masking tone is removed
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The delay time is adjusted to the minimum amount of time such that the test
tone can just be distinguished. In general, the louder the test tone, the less time it
takes for our hearing to get over hearing the masking tone. Figure 14.6 shows this
effect: it may take up to as much as 500 ms for us to discern a quiet test tone after a
60 dB masking tone has been played. Of course, this plot would change for different
masking tone frequencies.

Test tones with frequencies near the masking tone are, of course, the most masked.
Therefore, for a given masking tone, we have a two-dimensional temporal masking
situation, as in Fig. 14.7. The closer the frequency to the masking tone and the
closer in time to when the masking tone is stopped, the greater likelihood that a test
tone cannot be heard. The figure shows the combined effect of both frequency and
temporal masking.

The phenomenon of saturation also depends on just how long the masking tone
has been applied. Figure 14.8 shows that for a masking tone played longer (200 ms)
than another (100 ms), it takes longer before a test tone can be heard.

As well as being able to mask other signals that occur just after it sounds (post-
masking), a particular signal can even mask sounds played just before the stronger
signal (pre-masking). Premasking has a much shorter effective interval (2–5 ms) in
which it is operative than does postmasking (usually 50–200 ms).

MPEG audio compression takes advantage of these considerations in basically
constructing a large, multidimensional lookup table. It uses this to transmit frequency
components that are masked by frequency masking or temporal masking or both,
using fewer bits.
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Fig. 14.6 The louder the test
tone, the shorter the amount
of time required before the
test tone is audible once the
masking tone is removed
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The delay time is adjusted to the minimum amount of time such that the test
tone can just be distinguished. In general, the louder the test tone, the less time it
takes for our hearing to get over hearing the masking tone. Figure 14.6 shows this
effect: it may take up to as much as 500 ms for us to discern a quiet test tone after a
60 dB masking tone has been played. Of course, this plot would change for different
masking tone frequencies.

Test tones with frequencies near the masking tone are, of course, the most masked.
Therefore, for a given masking tone, we have a two-dimensional temporal masking
situation, as in Fig. 14.7. The closer the frequency to the masking tone and the
closer in time to when the masking tone is stopped, the greater likelihood that a test
tone cannot be heard. The figure shows the combined effect of both frequency and
temporal masking.

The phenomenon of saturation also depends on just how long the masking tone
has been applied. Figure 14.8 shows that for a masking tone played longer (200 ms)
than another (100 ms), it takes longer before a test tone can be heard.

As well as being able to mask other signals that occur just after it sounds (post-
masking), a particular signal can even mask sounds played just before the stronger
signal (pre-masking). Premasking has a much shorter effective interval (2–5 ms) in
which it is operative than does postmasking (usually 50–200 ms).

MPEG audio compression takes advantage of these considerations in basically
constructing a large, multidimensional lookup table. It uses this to transmit frequency
components that are masked by frequency masking or temporal masking or both,
using fewer bits.



Psychoacoustic Model 
•  Threshold of hearing 
– Describes the notion of “quietness” 

•  Frequency Masking 
– A component (at a particular frequency) masks 

components at neighboring frequencies. Such 
masking may be partial. 

•  Temporal Masking 
– When two tones (samples) are played close 

together in time, one can mask the other. 



MPEG Audio 
– Layer I: Uses sub-band coding 
– Layer II: Uses sub-band coding 

(longer frames, more compression) 
– Layer III: Uses both sub-band 

coding and transform coding. 
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Fig. 14.14 MPEG-1 Audio Layer 3

Table 14.2 MP3
compression performance Sound quality Bitrate Mode Compression ratio

Telephony 8 kbps Mono 96:1
Better than 16 kbps Mono 48:1
shortwave
Better than 32 kbps Mono 24:1
AM radio
Similar to 56–64 kbps Stereo 26:1–24:1
FM radio
Near-CD 96 kbps Stereo 16:1
CD 112–128 kbps Stereo 14:1–12:1

As well, instead of assigning scaling factors to uniform-width subbands, MDCT
coefficients are grouped in terms of the auditory system’s actual critical bands, and
scaling factors, called scale factor bands, are calculated from these.

More bits are saved by carrying out entropy (Huffman) coding and making use
of nonuniform quantizers. And, finally, a different bit allocation scheme is used,
with two parts. First, a nested loop is used, with an inner loop that adjusts the shape
of the quantizer, and an outer loop that then evaluates the distortion from that bit
configuration. If the error (“distortion”) is too high, the scale factor band is amplified.
Second, a bit reservoir banks bits from frames that don’t need them and allocates
them to frames that do. Figure 14.14 shows a summary of MPEG Audio Layer 3
coding.

Table 14.2 shows various achievable MP3 compression ratios. In particular,
CD-quality audio is achieved with compression ratios in the range of 12:1 (i.e.,
bitrate of 112 kbps), assuming 16-bit samples at 44.1 kHz, times two for stereo.
Table 14.2 shows typical performance data using MP3 compression.
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Fig. 14.11 MPEG Audio frame sizes

The model’s output consists of a set of what are known as signal-to-mask ratios
(SMRs) that flag frequency components with amplitude below the masking level.
The SMR is the ratio of the short-term signal power within each frequency band
to the minimum masking threshold for the subband. The SMR gives the amplitude
resolution needed and therefore also controls the bit allocations that should be given
to the subband. After determination of the SMR, the scaling factors discussed above
are used to set quantization levels such that quantization error itself falls below the
masking level. This ensures that more bits are used in regions where hearing is most
sensitive. In sum, the coder uses fewer bits in critical bands when fewer can be used
without making quantization noise audible.

The scaling factor is first quantized, using 6 bits. The 12 values in each subband
are then quantized. Using 4 bits, the bit allocations for each subband are transmit-
ted, after an iterative bit allocation scheme is used. Finally, the data is transmitted,
with appropriate bit depths for each subband. Altogether, the data consisting of the
quantized scaling factor and the 12 codewords are grouped into a collection known
as the Subband-Sample format.

On the decoder side, the values are de-quantized, and magnitudes of the 32 samples
are re-established. These are passed to a bank of synthesis filters, which reconstitute
a set of 32 PCM samples. Note that the psychoacoustic model is not needed in the
decoder.

Figure 14.11 shows how samples are organized. A Layer 2 or Layer 3 frame
actually accumulates more than 12 samples for each subband: instead of 384 samples,
a frame includes 1,152 samples.



Masking and Quantization 

❒  The 60dB level of the 8th band gives a 
masking of 12 dB in the 7th band, 15dB 
in the 9th.  

❒  Only send amount above masking level 

Band  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Level 0 8 12 10 6 2 10 60 35 20 15 2 3 5 3 1 



Compression has three 
stages 

 
1. Transformation 
2. Information Loss 
3. Coding 



Magnitude of common sounds 
Rustle of leaves 0 
Very quiet room 10 
Average room 40 
Conversation 60 
Busy street 70 
Loud radio 80 
Train through station 90 
Threshold of 
discomfort 

120 

Pain in ear 140 
Damage to eardrum 160 


