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Information 

Fusion 



What is Multimedia? 
Exploiting Multiple sources 

of information 
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Why multiple sources? 



Physical Perspective 
•  Have multiple instances of the same type 

of source 
– Multiple cameras 

•  Have different types of sources 
– Audio, video, and text 

•  Both 



Information Perspective 
•  Redundant source: providing correlated 

information 
– Two cameras with overlapping views  

•  Complementary source: capturing 
different information    
– Two cameras with orthogonal views 



Multimedia to improve 
robustness 

•  Multiple sources providing redundant information 
can also increase the robustness of the system. 

•  If one sensor is weak in some scenarios, other 
sensor may be employed which is strong in those 
scenarios. 

•  Audio-visual surveillance.  
–  During day it is noisy, so video is better than audio 
–  In night it is dark but relatively silent, so we can rely 

more on audio 



Multimedia to improve 
reliability 

•  Keep duplicate sources/sensors in 
different physical settings 

•  If one source stops giving information, 
other source is still working 

•  E.g. Two camera surveillance in ATM to 
detect vandalism 



Multimedia to improve 
efficiency 

•  Multiple sources can be processed in parallel 
•  Quick sources (processing efficient) can be 

processed first to generate early warning  
•  A slow source can be replaced by an efficient 

source completely 
•  Motion/heat sensor and video for person 

detection in a battle-field 



Multimedia to make it 
cost effective 

•  Use cheaper sources (in terms of money) 
to implement intermediate steps to 
reduce number of expensive sources 
needed. 

•  Use heat/motion sensor with one PTZ 
camera to monitor a large area   



Multimedia to make it 
more accurate 

•  The fusion of redundant information from 
different sources can reduce overall 
uncertainty. 

•  Complementary information provided by 
different sources results in an information 
gain in comparison to a single source. 

•  E.g. audio and gesture-based anger 
detection 



Multimedia novel 
applications 

CSL607 Projects 



Why multiple sources? 

Reliability	
Robustness	

Accuracy	

Efficiency	 Cost	

Novelty	

Foe Better 



Information fusion is the 
process of combining 

information from multiple 
sources!  



Challenges in Information Fusion 
•  Different media are captured at different 

rates and in different formats 
•  Processing times for different media 

streams is different which affects the real-
time systems 

•  Varying confidence in the analysis tasks 



How to deal with synchronization? 

•  Increase sampling rate with linear 
interpolation  
•  Reduce the sampling rate 
•  Take similar approach for feature 

synchronization 



Questions 
• When to fuse? 
• What to fuse? 
• How to fuse? 



When to fuse? 
•  At equal time intervals? 
•  At certain events that are detected using 

subset of sources 
•  The subset may contain cheaper sensors 

that are processed more frequently 



What to fuse? 
The key factors are: 
• Cost 
•  Processing time 
• Accuracy/effectiveness 
•  End goal 



How to fuse? 



Fusion Levels 
•  Feature level (early fusion) 
•  Decision level (late fusion) 
•  Features as well as decisions (Hybrid) 



Analysis Unit 

the features from different but closely coupled modalities
could be extracted at different times. Moreover, the fea-

tures to be fused should be represented in the same format

before fusion. In addition, the increase in the number of
modalities makes it difficult to learn the cross-correlation

among the heterogeneous features. Various approaches to

resolve the synchronization problem are discussed in
Sect. 4.2.

Several researchers have adopted the early fusion

approach for different multimedia analysis tasks. For
instance, Nefian et al. [86] have adopted an early fusion

approach in combining audio and visual features for speech

recognition.

2.2 Decision level multimodal fusion

In the decision level or late fusion approach, the analysis

units first provide the local decisions D1 to Dn (see Fig. 1)

that are obtained based on individual features F1 to Fn. The
local decisions are then combined using a decision fusion

(DF) unit to make a fused decision vector that is analyzed
further to obtain a final decision D about the task or the

hypothesis. Here, a decision is the output of an analysis

unit at the semantic level. An illustration of DF unit is
provided in Fig. 1c whereas Fig. 1e shows an instance of

the decision level multimodal analysis in which the deci-

sions obtained from various AUs are fused using a DF unit
and the combined decision vector is further processed by

an AU.

The decision level fusion strategy has many advantages
over feature fusion. For instance, unlike feature level

fusion, where the features from different modalities (e.g.

audio and video) may have different representations, the
decisions (at the semantic level) usually have the same

representation. Therefore, the fusion of decisions becomes

easier. Moreover, the decision level fusion strategy offers
scalability (i.e. graceful upgradation or degradation) in

terms of the modalities used in the fusion process, which is

difficult to achieve in the feature level fusion [9]. Another
advantage of late fusion strategy is that it allows us to use

(a)

AU
D

D
 F

 

D
1

D2

Dn

(b)

(c) (d)

(e) (f)

F
1

D
1, n

F
 F

 

F
1

F
2

Fn

F
1,n

/ D
1

F
2

F
 F

 

AU
DF1, n

F1

Fn

D
 F

 

AU
D

AUF
 F

 

F
1

F
2

F
n

F
n-1

D
 F

 

D1,2

Dn-1,n
AU

AU

Dn- 1

Dn

F 1,2

D
1, n

F
2

D
 F

 

AU

F
1

Fn

AU

AU

AU

D
1

D
2

Dn

D
1, n D
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strategies and conventions as
used in this paper. a Analysis
unit, b feature fusion unit, c
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decision level multimodal
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Early Fusion (Feature Level Fusion) 

the features from different but closely coupled modalities
could be extracted at different times. Moreover, the fea-

tures to be fused should be represented in the same format

before fusion. In addition, the increase in the number of
modalities makes it difficult to learn the cross-correlation

among the heterogeneous features. Various approaches to

resolve the synchronization problem are discussed in
Sect. 4.2.

Several researchers have adopted the early fusion

approach for different multimedia analysis tasks. For
instance, Nefian et al. [86] have adopted an early fusion

approach in combining audio and visual features for speech

recognition.

2.2 Decision level multimodal fusion

In the decision level or late fusion approach, the analysis

units first provide the local decisions D1 to Dn (see Fig. 1)

that are obtained based on individual features F1 to Fn. The
local decisions are then combined using a decision fusion

(DF) unit to make a fused decision vector that is analyzed
further to obtain a final decision D about the task or the

hypothesis. Here, a decision is the output of an analysis

unit at the semantic level. An illustration of DF unit is
provided in Fig. 1c whereas Fig. 1e shows an instance of

the decision level multimodal analysis in which the deci-

sions obtained from various AUs are fused using a DF unit
and the combined decision vector is further processed by

an AU.

The decision level fusion strategy has many advantages
over feature fusion. For instance, unlike feature level

fusion, where the features from different modalities (e.g.

audio and video) may have different representations, the
decisions (at the semantic level) usually have the same

representation. Therefore, the fusion of decisions becomes

easier. Moreover, the decision level fusion strategy offers
scalability (i.e. graceful upgradation or degradation) in

terms of the modalities used in the fusion process, which is

difficult to achieve in the feature level fusion [9]. Another
advantage of late fusion strategy is that it allows us to use
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Early fusion requires 
single learning phase 
on combined vector! 



Challenges 
1.  Synchronization 
2.  Feature representation 
3.  Single model may not fit all 

sources 



the features from different but closely coupled modalities
could be extracted at different times. Moreover, the fea-

tures to be fused should be represented in the same format

before fusion. In addition, the increase in the number of
modalities makes it difficult to learn the cross-correlation

among the heterogeneous features. Various approaches to

resolve the synchronization problem are discussed in
Sect. 4.2.

Several researchers have adopted the early fusion

approach for different multimedia analysis tasks. For
instance, Nefian et al. [86] have adopted an early fusion

approach in combining audio and visual features for speech

recognition.

2.2 Decision level multimodal fusion

In the decision level or late fusion approach, the analysis

units first provide the local decisions D1 to Dn (see Fig. 1)

that are obtained based on individual features F1 to Fn. The
local decisions are then combined using a decision fusion

(DF) unit to make a fused decision vector that is analyzed
further to obtain a final decision D about the task or the

hypothesis. Here, a decision is the output of an analysis

unit at the semantic level. An illustration of DF unit is
provided in Fig. 1c whereas Fig. 1e shows an instance of

the decision level multimodal analysis in which the deci-

sions obtained from various AUs are fused using a DF unit
and the combined decision vector is further processed by

an AU.

The decision level fusion strategy has many advantages
over feature fusion. For instance, unlike feature level

fusion, where the features from different modalities (e.g.

audio and video) may have different representations, the
decisions (at the semantic level) usually have the same

representation. Therefore, the fusion of decisions becomes

easier. Moreover, the decision level fusion strategy offers
scalability (i.e. graceful upgradation or degradation) in

terms of the modalities used in the fusion process, which is

difficult to achieve in the feature level fusion [9]. Another
advantage of late fusion strategy is that it allows us to use
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Late Fusion (Decision Level Fusion) 



Advantage 
• Unlike features, the decisions 

have same representation 
• Analysis units can be optimized 

to work for the given modality 



Decision level fusion is 
unable to exploit feature 

level correlation! 



Fusion Models 
•  Rule-based fusion methods 
• Machine learning based methods 



Rule-based fusion method 
•  MAX/MIN 
•  AND/OR 
•  Majority voting 
•  Linear weighted sum 
•  Weight powered product 



MIN/MAX/AND/OR 
• No additional training needed 
• AND/OR need binary 

representation 
• Which method is more prone 

to a noisy classifier? 



What fusion strategy will 
lead to high recall? 

•  E.g. fire alarm 
•  Even if one of the classifiers is positive 

(such as fire alarm), use that classifier 



Majority Voting 
•  Does not need training 
•  Special case of weighted sum with all 

weights equal 
•  Generally used for decision level fusion 
•  The final decision is the one for which 

majority of the classifiers agree 



Linear Weighted Sum 

normalization method is both robust and efficient but

requires estimation of the parameters using training. Note
that the absence of prior knowledge of the weights usually

equals the weight assigned to them.

The general methodology of linear fusion can be
described as follows. Let Ii, 1 B i B n be a feature vector

obtained from ith media source (e.g. audio, video etc.) or a

decision obtained from a classifier.1 Also, let wi, 1 B i B n
be the normalized weight assigned to the ith media source

or classifier. These vectors, assuming that they have the
same dimensions, are combined by using sum or product

operators and used by the classifiers to provide a high-level

decision. This is shown in Eqs. 1 and 2, which are as
follows:

I ¼
Xn

i¼1

wi " Ii ð1Þ

I ¼
Yn

i¼1

Ii
wi ð2Þ

This method is computationally less expensive compared
to other methods. However, a fusion system needs to

determine and adjust the weights for the optimal accom-

plishment of a task.
Several researchers have adopted the linear fusion

strategy at the feature level for performing various multi-

media analysis tasks. Examples include Foresti and Snidaro
[40], Yang et al. [152] for detecting and tracking people,

and Wang et al. [136] and Kankanhalli et al. [67] for video

surveillance and traffic monitoring. The linear fusion
strategy has also been adopted at the decision level by

several researchers. These include Neti et al. [87] for

speaker recognition and speech event detection, Iyengar
et al. [57] for monologue detection, Iyengar et al. [58] for

semantic concept detection and annotation in video, Lucey

et al. [78] for spoken word recognition, Hua and Zhang
[55] for image retrieval, McDonald and Smeaton [83] for

video shot retrieval and Jaffre and Pinquier [59] for person

identification. We briefly describe these works in the
following.

Foresti and Snidaro [40] used a linear weighted sum

method to fuse trajectory information of the objects. The
video data from each sensor in a distributed sensor network

is processed for moving object detection (e.g. a blob). Once

the blob locations are extracted from all sensors, their
trajectory coordinates are averaged in a linear weighted

fashion in order to estimate the correct location of the blob.

The authors have also assigned weights to different sen-
sors; however, the determination of these weights has been

left to the user. Similar to [40], Yang et al. [152] also

performed linear weighted fusion of the location informa-

tion of the objects. However, unlike Foresti and Snidaro
[40], Yang et al. [152] assigned equal weights to the dif-

ferent modalities.

The linear weighted sum strategy at the feature level has
also been proposed by Wang et al. [136] for human

tracking. In this work, the authors have fused several

spatial cues such as color, motion and texture by assigning
appropriate weights to them. However, in the fusion pro-

cess, the issue of how different weights should be assigned
to different cues has not been discussed. This work was

extended by Kankanhalli et al. [67] for face detection,

monologue detection, and traffic monitoring. In both
works, the authors used a sigmoid function to normalize the

weights of different modalities.

Neti et al. [87] obtained individual decisions for speaker
recognition and speech event detection from audio features

(e.g. phonemes) and visual features (e.g. visemes). They

adopted a linear weighted sum strategy to fuse these indi-
vidual decisions. The authors used the training data to

determine the relative reliability of the different modalities

and accordingly adjusted their weights. Similar to this
fusion approach, Iyengar et al. [57] fused multiple

modalities (face, speech and the synchrony score between

them) by adopting two approaches at the decision level—a
linear weighted sum and a linear weighted product. This

methodology was applied for monologue detection. The

synchrony or correlation between face and speech has been
computed in terms of mutual information between them by

considering the audio and video features as locally

Gaussian distributed. The mutual information is a measure
of the information of one modality conveyed about another.

The weights of the different modalities have been deter-

mined at the training stage. While fusing different modali-
ties, the authors have found the linear weighted sum

approach to be a better option than the linear weighted

product for their data set. This approach was later extended
for semantic concept detection and annotation in video by

Iyengar et al. [58]. Similar to [57], the linear weighted

product fusion strategy has also been adopted by Jaffre and
Pinquier [59] for fusing different modalities. In this work,

the authors have proposed a multimodal person identifi-

cation system by automatically associating voice and
image using a standard product rule. The association is

done through fusion of video and audio indexes. The pro-

posed work used a common indexing mechanism for both
audio and video based on frame-by-frame analysis. The

audio and video indexes were fused using a product fusion

rule at the late stage.
In another work, Lucey et al. [78] performed a linear

weighted fusion for the recognition of spoken words. The

word recognizer modules, which work on audio and video
data separately, provided decisions about a word in terms

1 To maintain consistency, we will use these notations for modalities
in rest of this paper.
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Needs additional training to get weights! 



Examples 
•  Track people using multiple sources (e.g. 

IR sensor and video), and average the 
tracks. 

•  Recognize humans based on face 
detection as well as speech detection and 
take average score. 

•  Take average of audio, video, and text 
matching scores in information retrieval! 



Weight Powered Product 

normalization method is both robust and efficient but

requires estimation of the parameters using training. Note
that the absence of prior knowledge of the weights usually

equals the weight assigned to them.

The general methodology of linear fusion can be
described as follows. Let Ii, 1 B i B n be a feature vector

obtained from ith media source (e.g. audio, video etc.) or a

decision obtained from a classifier.1 Also, let wi, 1 B i B n
be the normalized weight assigned to the ith media source

or classifier. These vectors, assuming that they have the
same dimensions, are combined by using sum or product

operators and used by the classifiers to provide a high-level

decision. This is shown in Eqs. 1 and 2, which are as
follows:

I ¼
Xn

i¼1

wi " Ii ð1Þ

I ¼
Yn

i¼1

Ii
wi ð2Þ

This method is computationally less expensive compared
to other methods. However, a fusion system needs to

determine and adjust the weights for the optimal accom-

plishment of a task.
Several researchers have adopted the linear fusion

strategy at the feature level for performing various multi-

media analysis tasks. Examples include Foresti and Snidaro
[40], Yang et al. [152] for detecting and tracking people,

and Wang et al. [136] and Kankanhalli et al. [67] for video

surveillance and traffic monitoring. The linear fusion
strategy has also been adopted at the decision level by

several researchers. These include Neti et al. [87] for

speaker recognition and speech event detection, Iyengar
et al. [57] for monologue detection, Iyengar et al. [58] for

semantic concept detection and annotation in video, Lucey

et al. [78] for spoken word recognition, Hua and Zhang
[55] for image retrieval, McDonald and Smeaton [83] for

video shot retrieval and Jaffre and Pinquier [59] for person

identification. We briefly describe these works in the
following.

Foresti and Snidaro [40] used a linear weighted sum

method to fuse trajectory information of the objects. The
video data from each sensor in a distributed sensor network

is processed for moving object detection (e.g. a blob). Once

the blob locations are extracted from all sensors, their
trajectory coordinates are averaged in a linear weighted

fashion in order to estimate the correct location of the blob.

The authors have also assigned weights to different sen-
sors; however, the determination of these weights has been

left to the user. Similar to [40], Yang et al. [152] also

performed linear weighted fusion of the location informa-

tion of the objects. However, unlike Foresti and Snidaro
[40], Yang et al. [152] assigned equal weights to the dif-

ferent modalities.

The linear weighted sum strategy at the feature level has
also been proposed by Wang et al. [136] for human

tracking. In this work, the authors have fused several

spatial cues such as color, motion and texture by assigning
appropriate weights to them. However, in the fusion pro-

cess, the issue of how different weights should be assigned
to different cues has not been discussed. This work was

extended by Kankanhalli et al. [67] for face detection,

monologue detection, and traffic monitoring. In both
works, the authors used a sigmoid function to normalize the

weights of different modalities.

Neti et al. [87] obtained individual decisions for speaker
recognition and speech event detection from audio features

(e.g. phonemes) and visual features (e.g. visemes). They

adopted a linear weighted sum strategy to fuse these indi-
vidual decisions. The authors used the training data to

determine the relative reliability of the different modalities

and accordingly adjusted their weights. Similar to this
fusion approach, Iyengar et al. [57] fused multiple

modalities (face, speech and the synchrony score between

them) by adopting two approaches at the decision level—a
linear weighted sum and a linear weighted product. This

methodology was applied for monologue detection. The

synchrony or correlation between face and speech has been
computed in terms of mutual information between them by

considering the audio and video features as locally

Gaussian distributed. The mutual information is a measure
of the information of one modality conveyed about another.

The weights of the different modalities have been deter-

mined at the training stage. While fusing different modali-
ties, the authors have found the linear weighted sum

approach to be a better option than the linear weighted

product for their data set. This approach was later extended
for semantic concept detection and annotation in video by

Iyengar et al. [58]. Similar to [57], the linear weighted

product fusion strategy has also been adopted by Jaffre and
Pinquier [59] for fusing different modalities. In this work,

the authors have proposed a multimodal person identifi-

cation system by automatically associating voice and
image using a standard product rule. The association is

done through fusion of video and audio indexes. The pro-

posed work used a common indexing mechanism for both
audio and video based on frame-by-frame analysis. The

audio and video indexes were fused using a product fusion

rule at the late stage.
In another work, Lucey et al. [78] performed a linear

weighted fusion for the recognition of spoken words. The

word recognizer modules, which work on audio and video
data separately, provided decisions about a word in terms

1 To maintain consistency, we will use these notations for modalities
in rest of this paper.
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Needs additional training to get weights! 



Machine Learning 
Based Methods 



Multiple Classifier System 
•  The aim is to get more accurate 

classification at the expense of increased 
complexity.  

•  If you are using more than one classifier, it 
is called ensemble of classifiers or 
ensemble method. 



How to obtain multiple 
classifiers or classifier 

ensemble? 



Train different 
base classifiers 

Dataset 1 Dataset 2 Dataset 3 
Use different 
datasets 

Energy+
MFCC 

LPCC+ 
Energy MFCC 

Use different 
feature sets 

Naïve 
Bays K-NN SVM 

Use different 
combiners 

Union Intersection Majority 
Voting 

Final 
Decision 


