
Week 5 
Text Analysis 

Reference	and	Slide	Source:	ChengXiang	Zhai	and	Sean	Massung.	2016.	Text	Data	Management	and	Analysis:	a	Practical	Introduction	
to	Information	Retrieval	and	Text	Mining.	Association	for	Computing	Machinery	and	Morgan	&	Claypool,	New	York,	NY,	USA.				



What is Multimedia? 
Multiple Carriers of 

information 



Multimedia	

Sensory data 
(Video, Audio, etc.) 

Web data (Text) 
(OSN, News, etc.) 

User data 
(User attributes, Preferences, etc.) 
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Main Topics 
• Audio 
• Text  
• Video 
• Information Fusion 
• Case Studies 
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Figure 12.2 The general problem of data mining.

Looking at text data in this way has an advantage of being able to integrate all
types of data together, which is instrumental in almost all data mining problems.
In a data mining scenario, we would be dealing with data about our world that are
related to a particular problem. Most problems would be dealing with both non-
text data and text data. Of course, the non-text data are usually produced by physical
sensors and can exist in many different formats such as numerical, categorical, or
relational. It could even be multimedia data like video or speech. Text data is also
very important because they contain knowledge about users, especially preferences
and opinions.

By treating text data as data observed from human sensors, we can examine
all this data together in the same framework. The data mining problem can then
be defined as to turn all such data into actionable knowledge that we can take
advantage of to change the world for the better. This is illustrated in Figure 12.2.

Inside of the data mining module, you can also see we have a number of different
kinds of mining algorithms. Of course, for different kinds of data, we generally
need different algorithms, each suitable for mining a particular kind of data. For
example, video data would require computer vision to understand video content,
which would facilitate more effective general mining. We also have many general
algorithms that are applicable to all kinds of data; those algorithms, of course, are
very useful, but for a particular kind of data, in order to achieve the best mining
results, we generally would still need to develop a specialized algorithm. This part
of the book will cover specialized algorithms that are particularly useful for mining
and analyzing text data.
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Humans as Sensors 

244 Chapter 12 Overview of Text Data Analysis

warning signs of a natural disaster, which is possible through analyzing tweets in
real time.

In general, “big data” can enhance our perception. Just as a microscope allows
us to see things in the “micro world,” and a telescope allows us to see things far
away, in the era of big data, we may envision a “datascope” would allow us to “see”
useful hidden knowledge buried in large amounts of data. As a special kind of
data, text data presents unique opportunities to help us “see” virtually all kinds
of knowledge we encode in text, especially knowledge about people’s opinions and
thoughts, which may not be easy to see in other kinds of data.

12.2 Text vs. Non-text Data: Humans as Subjective Sensors
For the purpose of data mining, it is useful to view text data as data generated by
humans as subjective sensors. We can compare humans as subjective sensors to
physical sensors, such as a network sensor or a thermometer. Any sensor monitors
the real world in some way; it senses some signal from the real world and then
reports the signal as various forms of data. For example, a thermometer would
sense the temperature of the real world and then report the temperature as data
in a format like Fahrenheit or Celsius. Similarly, a geo-sensor would sense its
geographical location and then report it as GPS coordinates. Interestingly, we can
also think of humans as subjective sensors that observe the real world from their
own perspective. Humans express what they have observed in the form of text data.
In this sense, a human is actually a subjective sensor of what is happening in the
world, who then expresses what’s observed in the form of data—text data. This idea
is illustrated in Figure 12.1.
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Figure 12.1 Humans as subjective sensors.
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Knowledge of the observed world 
•  Events and activities 
•  Market trend 
•  Prediction of future events 
•  Product popularity 
•  Ratings/reviews 

7	



Knowledge about the Observer 

•  Preferences 
•  Sentiments 
• Mood 
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Text Analysis is also called 
Text Mining! 



Text Mining 
•  Information Retrieval (IR)  
•  Natural Language Processing (NLP)  
•  Concept Extraction  
•  Web Mining  
•  Document Clustering 
•  Document Classification   



How to “Capture” 
Text? 



1. Offline documents 
2. Online on the web 
3. From speech signal 



Capturing text from 
the Web 

•  Web crawling/Web 
scrapping 

•  APIs 
•  JSON/CSV 



Challenges in Text Analysis 

•  Documents are described with many 
attributes 

•  The attributes are either characters, 
words, or phrases 
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How to Represent 
Text? 



Digital Representation 
•  ASCII Characters 

– American Standard Code for Information 
Interchange 

– 7-bits 

•  EBCDIC Characters 
– Extended Binary Coded Decimal Interchange 

Code 
– 8-bits 
 



How to Represent for 
Text Analysis? 



Let’s take a sentence  
“A dog is chasing a boy 

on the playground.” 



Idea 1: String of 
characters! 

•  Most general and simple approach 

•  But semantic analysis is difficult 

•  Words have more meaning than characters 



Idea 2: Sequence of 
words! 

A dog is chasing a boy on the playground 



Advantages 
•  Easily discover most frequent words 

•  Most frequent words lead to topics 

•  Many other analysis possibilities 



Challenges 
•  In some languages, e.g. Chinese, it is 

difficult to identify word boundaries 
•  All words are treated equally, nouns, 

adjectives, verbs all are same 
•  This may limit the semantic analysis 



Idea 3: Part of Speech 
(POS) Tagging! 

+Noun, Verb, Determiners, etc. 
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we could determine what kind of nouns are associated with what kind of verbs. This
opens up more interesting opportunities for further analysis. Note in Figure 3.3
that we use a plus sign on the additional features because by representing text as
a sequence of part of speech tags, we don’t necessarily replace the original word
sequence. Instead, we add this as an additional way of representing text data.

Representing text as both words and POS tags enriches the representation of
text data, enabling a deeper, more principled analysis. If we go further, then we’ll
be parsing the sentence to obtain a syntactic structure. Again, this further opens up
more interesting analysis of, for example, the writing styles or grammatical error
correction.

If we go further still into semantic analysis, then we might be able to recognize
dog as an animal. We also can recognize boy as a person, and playground as a
location and analyze their relations. One deduction could be that the dog was
chasing the boy, and the boy is on the playground. This will add more entities and
relations, through entity-relation recognition. Now, we can count the most frequent
person that appears in this whole collection of news articles. Or, whenever you see
a mention of this person you also tend to see mentions of another person or object.
These types of repeated pattens can potentially make very good features.
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String of characters
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+ Syntactic structures
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+ Logic predicates

+ Speech acts
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Deeper NLP: requires more human effort; less accurate
Closer to knowledge

representation

Figure 3.3 Illustration of different levels of text representation.
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Deeper analysis requires more efforts! 



POS Tagging Challenges 

•  Even less robust than sequence of words 

•  Difficult to identify all entities with the 
right types 

•  Relations are even harder to find 



How would you differentiate a 
love letter from a research paper? 

•  Love 
•  Like 
•  Feel 
•  I, you, this, that 
•  … 

•  Challenge 
•  Method 
•  Application 
•  We, you, this, that 
•  … 
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Idea 4: Count the 
word frequencies for 

each document! 



BAG OF WORDS REPRESENTATION OF TEXT 

 
10 

 

Unique words from the corpus are used to create the 
corpus ‘dictionary’; then, each document from the corpus is 
represented as a vector of (dictionary) word frequencies 

28	

Example 



Bag-of-Words (BoW)  
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Consider the 
document as a 

bag/set of words!	



What assumptions are we 
making? 

1.  Words are mutually 
independent 

2.  Word order in text is 
irrelevant  
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BoW is a Vector 
Space Model! 
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Dimensions 
•  Each term represents one dimension of 

the vector space 
•  The term can be a single word or a 

sequence of words (phrase) 
•  The number of terms determines the 

dimension of the vector space 
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Vector Elements 
•  The vector elements are weights 

associated with each term 
•  These weights reflect the relevance 

of the term  
•  If the corpus contains n terms, a 

document is represented as  
d = {w1, w2,…wn} 
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Term Document Matrix 
(TDM) 

•  An m x n matrix with following features:  
– Rows (i=1,m) represent terms from the corpus 
– Columns (j=1,n) represent documents from 

the corpus 
– Cell ij stores the weight of the term i in the 

context of the document j  

34	



VSM: Term 
Document Matrix 

D1 D2 D3 D4 D5 

complexity 0.2 0 0.6 0.2 0.1 

algorithm 0.3 0 0 4 0.4 

entropy 0.1 0 0 0 0.2 

traffic 0.2 3 0 0 0 

network 0 0 0.1 0.4 0 
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Text Preprocessing 
Objective: to choose most relevant 
words for the corpus – also called a 

dictionary! 
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1. Transform various forms of the 
terms in a common normalized form  

•  Transform all words to lower case  
•  Use a dictionary to replace synonyms with 

a common, general term 
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Examples 

•  Apple, apple, APPLE -> apple 

•  Intelligent Systems, Intelligent systems, 

Intelligent-systems -> intelligent systems  

•  “automobile, car” -> vehicle 

38	



2. Remove High Frequency Terms 

•  Very high frequency terms are 
semantically almost useless 

•  Examples: the, a, an, we, do, to 
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3. Remove Low Frequency Terms 

•  Very low frequency terms are 
semantically rich, but not 
representative of the class 

•  Examples: dextrosinistral 
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The rest of the words are those that 
represent the corpus the best! 

Image source: 	
http://www.dcs.gla.ac.uk/Keith/Chapter.2/Ch.2.html 	 41	
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Image source: 
 http://www.dcs.gla.ac.uk/Keith/Chapter.2/Ch.2.html  

Remove highly 
infrequent words 

Remove words that 
do not bear meaning 

IMPLICATIONS OF THE ZIPF’S RULE 

Revolving power of 
significant words
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cut-off

Upper
cut-off
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4. Stop Words 
•  Stop-words are those words that (on their 

own) do not bear any information / 
meaning  

•  It is estimated that they represent 20-30% 
of words in any corpus  

•  There is no unique stop-words list  
•  Frequently used lists are available at:  

– http://www.ranks.nl/stopwords  
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Removing words causes loss of 
meaning and structure! 

•  “this is not a good option” -> “option”  
•  “to be or not to be” -> null  
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5. Lemmatization & 
Stemming to reduce the 

variability of words  
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Stemming 
•  It is a crude heuristic process that chops off 

the ends of words to get to a basic form 
•  Does not consider linguistic features of the 

words 
•  Normalizes verb tenses  
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Examples 
•  walking, walks, walked, walker => walk 
•  argue, argued, argues, arguing => argu  
•  apply, applications, reapplied => apply 
•  denormalization => norm 



Lemmatization 
•  Use vocabulary and morphological 

analysis of words to get the base or 
dictionary form of a word 

•  Base form is also known as the lemma  
•  E.g., argue, argued, argues, arguing -> 

argue  
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Summary of 
Preprocessing Steps 

1.  Transform various forms of the terms in a 
common normalized form  

2.  Remove high frequency terms 
3.  Remove low frequency terms 
4.  Remove stop-words 
5.  Lemmatization & Stemming 
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How do we compute 
term weights? 
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many	 fields,	 such	as	 electrical	 engi-	 neering,	
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linguistics.	 A	 few	 concepts	 from	 information	
theory	 are	 very	 useful	 in	 text	 data	
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introduce	 here	 briefly.	 The	 most	 important	
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which	 is	 a	 building	 block	 for	 many	 other	
measures.	
The	problem	can	be	 formally	 defined	as	 the	
quantified	uncertainty	in	predicting	the	value	
of	 a	 random	 variable.	 In	 the	 common	
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D1 D2 D3 D4 D5 

complexity 

algorithm 

entropy 

traffic 

network 



Idea 1: take the value of 0 or 1, 
to reflect the presence (1) or 
absence (0) of the term in a 

particular document!  
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Example 
Doc1: Text mining is to identify useful information.  
Doc2: Useful information is mined from text.  
Doc3: Apple is delicious.  
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VSM: BINARY WEIGHTS 

•  Weights take the value of 0 or 1, to reflect the presence (1) or 
absence (0) of the term in a particular document 

text information identify mining mined is useful to from apple delicious 

Doc1 1 1 1 1 0 1 1 1 0 0 0 

Doc2 1 1 0 0 1 1 1 0 1 0 0 

Doc3 0 0 0 0 0 1 0 0 0 1 1 

Example:  
•  Doc1: Text mining is to identify useful information. 
•  Doc2: Useful information is mined from text. 
•  Doc3: Apple is delicious. 

 
24 

 



Observation: few terms occur 
more often in a specific class 

of documents! 
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Idea 2: measure the term 
frequency (TF) in a specific 

document!  
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Assumption: If a term occurs more 
often in a doc, it measures something 
important for that doc! 



Term Frequency (TF) 

D1 D2 D3 D4 D5 

complexity 2 0 6 2 1 

algorithm 3 0 0 4 4 

entropy 1 0 0 0 2 

traffic 2 3 0 0 0 

network 0 0 1 4 0 
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Example 
•  Task: Separate technical and non-

technical document 
•  ‘job’ and ‘engineer’ both occur 100 times 

in a corpus of 100 documents  
•  Which term is more important? 

Most	likely,	the	term	‘job’	appears	in	most	
documents	while	‘engineer’	occurs	mainly	in	
technical	documents!		



Observation: generally words 
not so common in the corpus 

are more important! 
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Idea 3: assign higher weights 
to terms occurring in fewer 

documents! 
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Inverse Document Frequency 
(IDF) 

Note - IDF is computed at the corpus level for each 
term 
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IDFt =1+ log
N
Nt

⎛

⎝
⎜

⎞

⎠
⎟

N = Number of documents 
Nt = Number of documents with term t 



A rare term has high idf 
and a frequent term has 

low idf! 
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Observation: terms that are not so 
common in the corpus, but still 
have same reasonable level of 

frequency are important! 
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TF-IDF 
•  Most frequently used weight matrix 
•  Generally computer as follows: 
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TF-IDFt = TF× IDFt



Text Retrieval Example 
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96 Chapter 6 Retrieval Models

d1 f (q, d1 ) = 2

f (q, d2 ) = 3

f (q, d3 ) = 3

f (q, d4 ) = 3

f (q, d5 ) = 2

… news about …

Query = “news about presidential campaign”

d2 … news about organic food campaign …

d3 … news of presidential campaign …

d4 … news of presidential campaign …
… presidential candidate …

d5 … news of organic food campaign …
campaign … campaign … campaign …

Figure 6.6 Ranking of example documents using the simple vector space model.

In Figure 6.6, we show all the scores for these five documents. The bit vector
scoring function counts the number of unique query terms matched in each docu-
ment. If a document matches more unique query terms, then the document will be
assumed to be more relevant; that seems to make sense. The only problem is that
there are three documents, d2, d3, and d4, that are tied with a score of three. Upon
closer inspection, it seems that d4 should be right above d3 since d3 only mentioned
presidential once while d4 mentioned it many more times. Another problem is that
d2 and d3 also have the same score since for d2, news, about, and campaign were
matched. In d3, it matched news, presidential, and campaign. Intuitively, d3 is more
relevant and should be scored higher than d2. Matching presidential is more impor-
tant than matching about even though about and presidential are both in the query.
But this model doesn’t do that, and that means we have to solve these problems.

To summarize, we talked about how to instantiate a vector space model. We need
to do three things:

1. define the dimensions (the concept of what a document is);

2. decide how to place documents and queries as vectors in the vector space;
and

3. define the similarity between two vectors.

Based on this idea, we discussed a very simple way to instantiate the vector
space model. Indeed, it’s probably the simplest vector space model that we can
derive. We used each word to define a dimension, with a zero-one bit vector to
represent a document or a query. In this case, we only care about word presence or
absence, ignoring the frequency. For a similarity measure, we used the dot product



Text Retrieval Example 
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1.  Define the dimensions 
2.  Define how the vectors are 

obtained 
3.  Define similarity between vectors 



The goal is to find the closest 
document in the corpus! 
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Programming

Query q

Presidential

d3 ?

d2 ?

d1 ?

dM

d4

d5

Library

Figure 6.2 Illustration of documents plotted in vector space. (Courtesy of Marti Hearst)

In Figure 6.2, we show a three-dimensional space with three words: program-
ming, library, and presidential. Each term defines one dimension. We can consider
vectors in this three dimensional space, and we will assume all our documents and
the query will all be placed in this vector space. For example, the vector d1 repre-
sents a document that probably covers the terms library and presidential without
really talking about programming. What does this mean in terms of representation
of the document? It means that we will rely solely on this vector to represent the
original document, and thus ignore everything else, including, e.g., the order of
the words (which may sometimes be important to keep!). It is thus not an optimal
representation, but it is often sufficient for many retrieval problems.

Intuitively, in this representation, d1 seems to suggest a topic in either presi-
dential or library. Now this is different from another document which might be
represented as a different vector d2. In this case, the document covers programming
and library, but it doesn’t talk about presidential. As you can probably guess, the
topic is likely about programming language and the library is actually a software
library. By using this vector space representation, we can intuitively capture the dif-
ferences between topics of documents. Next, d3 is pointing in a direction that might
be about presidential and programming. We place all documents in our collection in
this vector space and they will be pointing to all kinds of directions given by these
three dimensions.

Similarly, we can place our query in this space as another vector. We can then
measure the similarity between the query vector and every document vector. In this
case, for example, we can easily see d2 seems to be the closest to the query vector
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6.3.1 Instantiation of the Vector Space Model
In this section, we will discuss how to instantiate a vector space model so that we
can get a very specific ranking function. As mentioned previously, the vector space
model is really a framework: it doesn’t specify many things. For example, it did not
say how we should define the dimensions of the vectors. It also did not say how
we place a document vector or query vector into this space. That is, how should we
define/calculate the values of all the elements in the query and document vectors?
Finally, it did not say how we should compute similarity between the query vector
and the document vector. As you can imagine, in order to implement this model,
we have to determine specifically how we should compute and use these vectors.

In Figure 6.3, we illustrate the simplest instantiation of the vector space model.
In this instantiation, we use each word in our vocabulary to define a dimension,
thus giving |V | dimensions—this is the bag-of-words instantiation. Now let’s look
at how we place vectors in this space. Here, the simplest strategy is to use a bit vector
to represent both a query and a document, and that means each element x i and y i

would take a value of either zero or one. When it’s one, it means the corresponding
word is present in the document or query. When it’s zero, it’s absent. If the user
types in a few words for a query, then the query vector would have a few ones and
many, many zeros. The document vector in general would have more ones than the
query vector, but there will still be many zeros since the vocabulary is often very
large. Many words in the vocabulary don’t occur in a single document; many words
will only occasionally occur in a given document. Most words in the vocabulary will
be absent in any particular document.

Now that we have placed the documents and the query in the vector space, let’s
look at how we compute the similarity between them. A commonly used similarity
measure is the dot product; the dot product of two vectors is simply defined as the
sum of the products of the corresponding elements of the two vectors. In Figure 6.3
we see that it’s the product of x 1 and y 1 plus the product of x 2 and y 2, and so on.

q = (x1, …, xN)

Sim(q, d) = q.d = x1y1 + … + xNyN = ΣN
i=1 xi yi

xi, yi 2{0, 1}
1: word Wi is present
0: word Wi is absentd = (y1, …, yN)

Figure 6.3 Computing the similarity between a query and document vector using a bit vector
representation and dot product similarity.
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measure is the dot product; the dot product of two vectors is simply defined as the
sum of the products of the corresponding elements of the two vectors. In Figure 6.3
we see that it’s the product of x 1 and y 1 plus the product of x 2 and y 2, and so on.

q = (x1, …, xN)

Sim(q, d) = q.d = x1y1 + … + xNyN = ΣN
i=1 xi yi

xi, yi 2{0, 1}
1: word Wi is present
0: word Wi is absentd = (y1, …, yN)

Figure 6.3 Computing the similarity between a query and document vector using a bit vector
representation and dot product similarity.

where 
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d1 f (q, d1 ) = 2

f (q, d2 ) = 3

f (q, d3 ) = 3

f (q, d4 ) = 3

f (q, d5 ) = 2

… news about …

Query = “news about presidential campaign”

d2 … news about organic food campaign …

d3 … news of presidential campaign …

d4 … news of presidential campaign …
… presidential candidate …

d5 … news of organic food campaign …
campaign … campaign … campaign …

Figure 6.6 Ranking of example documents using the simple vector space model.

In Figure 6.6, we show all the scores for these five documents. The bit vector
scoring function counts the number of unique query terms matched in each docu-
ment. If a document matches more unique query terms, then the document will be
assumed to be more relevant; that seems to make sense. The only problem is that
there are three documents, d2, d3, and d4, that are tied with a score of three. Upon
closer inspection, it seems that d4 should be right above d3 since d3 only mentioned
presidential once while d4 mentioned it many more times. Another problem is that
d2 and d3 also have the same score since for d2, news, about, and campaign were
matched. In d3, it matched news, presidential, and campaign. Intuitively, d3 is more
relevant and should be scored higher than d2. Matching presidential is more impor-
tant than matching about even though about and presidential are both in the query.
But this model doesn’t do that, and that means we have to solve these problems.

To summarize, we talked about how to instantiate a vector space model. We need
to do three things:

1. define the dimensions (the concept of what a document is);

2. decide how to place documents and queries as vectors in the vector space;
and

3. define the similarity between two vectors.

Based on this idea, we discussed a very simple way to instantiate the vector
space model. Indeed, it’s probably the simplest vector space model that we can
derive. We used each word to define a dimension, with a zero-one bit vector to
represent a document or a query. In this case, we only care about word presence or
absence, ignoring the frequency. For a similarity measure, we used the dot product

2 



Problems 
•  d2, d3, d4 all are scored same 
•  d2 should be ranked lower than d3 and d4  
•  d4 should score more than d3 because d4 

mentioned presidential more times 
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q = (x1, …, xN)

Sim(q, d) = q.d = x1y1 + … + xNyN = ΣN
i=1 xi yi

xi  = count of word Wi  in query

yi  = count of word Wi  in docd = (y1, …, yN)

Figure 6.7 Frequency vector representation and dot product similarity.

q =
d2 =

(1,
(1,

1,
1,

1,
0,

1,
1,

0,
1,

…)
…)

d2 … news about organic food campaign …

q =
d3  =

(1,
(1,

1,
0,

1,
1,

1,
1,

0,
0,

…)
…)

q =
d4 =

(1,
(1,

1,
0,

1,
2,

1,
1,

0,
0,

…)
…)

f (q, d2) = 3

f (q, d3 ) = 3

f (q, d4) = 4!

d3 … news of presidential campaign …

d4 … news of presidential campaign …
… presidential candidate …

Figure 6.8 Frequency vector representation rewards multiple occurrences of a query term.

Now, let’s see what the formula would look like if we change this representation.
The formula looks identical since we are still using the dot product similarity. The
difference is inside of the sum since x i and y i are now different—they’re now the
counts of words in the query and the document. Because of the change in document
representation, the new score has a different interpretation. We can see whether
this would fix the problems of the bit vector VS model.

Look at the three documents again in Figure 6.8. The query vector is the same
because all these words occurred exactly once in the query. The same goes for d2

and d3 since none of these words has been repeated. As a result, the score is also
the same for both these documents. But, d4 would be different; here, presidential
occurred twice. Thus, the corresponding dimension would be weighted as two
instead of one, and the score for d4 is higher. This means, by using TF, we can
now rank d4 above d2 and d3 as we had hoped to.
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d1 f (q, d1 ) = 2

f (q, d2 ) = 3

f (q, d3 ) = 3

f (q, d4 ) = 3

f (q, d5 ) = 2

… news about …

Query = “news about presidential campaign”

d2 … news about organic food campaign …

d3 … news of presidential campaign …

d4 … news of presidential campaign …
… presidential candidate …

d5 … news of organic food campaign …
campaign … campaign … campaign …

Figure 6.6 Ranking of example documents using the simple vector space model.

In Figure 6.6, we show all the scores for these five documents. The bit vector
scoring function counts the number of unique query terms matched in each docu-
ment. If a document matches more unique query terms, then the document will be
assumed to be more relevant; that seems to make sense. The only problem is that
there are three documents, d2, d3, and d4, that are tied with a score of three. Upon
closer inspection, it seems that d4 should be right above d3 since d3 only mentioned
presidential once while d4 mentioned it many more times. Another problem is that
d2 and d3 also have the same score since for d2, news, about, and campaign were
matched. In d3, it matched news, presidential, and campaign. Intuitively, d3 is more
relevant and should be scored higher than d2. Matching presidential is more impor-
tant than matching about even though about and presidential are both in the query.
But this model doesn’t do that, and that means we have to solve these problems.

To summarize, we talked about how to instantiate a vector space model. We need
to do three things:

1. define the dimensions (the concept of what a document is);

2. decide how to place documents and queries as vectors in the vector space;
and

3. define the similarity between two vectors.

Based on this idea, we discussed a very simple way to instantiate the vector
space model. Indeed, it’s probably the simplest vector space model that we can
derive. We used each word to define a dimension, with a zero-one bit vector to
represent a document or a query. In this case, we only care about word presence or
absence, ignoring the frequency. For a similarity measure, we used the dot product

2 



Problems 
•  d2 and d3 have the same scores 
•  d2 should be ranked lower than d3 

and d4 
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q = (x1, …, xN)

d = ( y1, …, yN)

yi = c(Wi, d)  *IDF(Wi)

xi = count of word Wi in queryW1

W2

W3

Figure 6.9 Representation of a blue document vector and red query vector with TF-IDF weighting.

1

IDF(W)

IDF(W) = log[(M + 1)/k]

M

log(M + 1)

k (doc freq)

Total number of docs in collection

Total number of docs containing W
(document frequency)

Figure 6.10 Illustration of the IDF function as the document frequency varies.

and

IDF(campaign) = log

(
10, 001

df(campaign)

)

= log
(

10, 001
1166

)
≈ 3.1.

Let k represent df(w); if you plot the IDF function by varying k, then you will see
a curve like the one illustrated in Figure 6.10. In general, you can see it would give
a higher value for a low df , indicating a rare word. You can also see the maximum
value of this function is log(M + 1). The specific function is not as important as the
heuristic it captures: penalizing popular terms. Whether there is a better form of
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d1 f (q, d1 ) = 2

f (q, d2 ) = 3

f (q, d3 ) = 3

f (q, d4 ) = 3

f (q, d5 ) = 2

… news about …

Query = “news about presidential campaign”

d2 … news about organic food campaign …

d3 … news of presidential campaign …

d4 … news of presidential campaign …
… presidential candidate …

d5 … news of organic food campaign …
campaign … campaign … campaign …

Figure 6.6 Ranking of example documents using the simple vector space model.

In Figure 6.6, we show all the scores for these five documents. The bit vector
scoring function counts the number of unique query terms matched in each docu-
ment. If a document matches more unique query terms, then the document will be
assumed to be more relevant; that seems to make sense. The only problem is that
there are three documents, d2, d3, and d4, that are tied with a score of three. Upon
closer inspection, it seems that d4 should be right above d3 since d3 only mentioned
presidential once while d4 mentioned it many more times. Another problem is that
d2 and d3 also have the same score since for d2, news, about, and campaign were
matched. In d3, it matched news, presidential, and campaign. Intuitively, d3 is more
relevant and should be scored higher than d2. Matching presidential is more impor-
tant than matching about even though about and presidential are both in the query.
But this model doesn’t do that, and that means we have to solve these problems.

To summarize, we talked about how to instantiate a vector space model. We need
to do three things:

1. define the dimensions (the concept of what a document is);

2. decide how to place documents and queries as vectors in the vector space;
and

3. define the similarity between two vectors.

Based on this idea, we discussed a very simple way to instantiate the vector
space model. Indeed, it’s probably the simplest vector space model that we can
derive. We used each word to define a dimension, with a zero-one bit vector to
represent a document or a query. In this case, we only care about word presence or
absence, ignoring the frequency. For a similarity measure, we used the dot product
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